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Research Interest

• AI-enabled Hardware Design Automation

• Software/Hardware Co-design for Efficient AI

Education

• Georgia Tech Atlanta, GA, USA
PhD, Computer Science, Advisor: Prof. Yingyan Lin Aug. 2023 – May. 2025

• Rice University Houston, TX, USA
MS, Electrical and Computer Engineering, Advisor: Prof. Yingyan Lin Jan. 2020 – May 2023

• Rice University Houston, TX, USA
BS, Electrical and Computer Engineering Aug. 2015 – May 2019

Experiences

• Research Intern, Meta Mentor: Dr. Yuecheng Li
Adaptive Once-for-all model compression May 2024 - Present

- Designed a once-for-all AI model compression framework, enabling fine-tuning the model once and flexibly pruning the

model for different accuracy and efficiency tradeoff without retraining

- Profiled the flexibly pruned models for improved hardware efficiency on existing VR hardware

- Explored potential domain specific acceleration opportunities for runtime adaptive model compression

• Research Intern, Meta Mentor: Dr. Yuecheng Li
Reconfigurable hardware acceleration for VR mobile telepresence pipeline May 2022 - Dec 2022

- Designed the run-time reconfigurable architecture for improved hardware resource efficiency

- Designed the fine-grained operation scheduling for model-to-hardware mapping

- Designed RTL-verified performance modeling for flexible DSE

- Constructed design automation flow to auto generate the arch design and scheduling given Pytorch models

- Worked with a hybrid of Catapult HLS, Vivado, RTL, C++ and Python for the whole flow

• Ph.D. Intern, PNNL Mentor: Dr. Ang Li
Multi-FPGA acceleration for scalable Graph Neural Networks implementation Jan 2022 – May 2022

- Designed the multi-FPGA architecture for large GNN acceleration

- Implemented from arch design to final board deployment (fixed model-to-hardware mapping)

- Worked with Xilinx HLS and Vivado for arch, and Pynq for deployment
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18. Y. Zhao, C. Li, Y. Wang, P. Xu, Y. Zhang, Y. Lin, “DNN-Chip Predictor: A Multi-grained Graph-based Performance
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Field-Programmable Gate Arrays (FPGA), 2020.

Awards

• IEEE LAD Best Paper 2024

• 2nd Place University Demonstration at DAC 2023

• Distinction in Research and Creative Work 2019

Teaching

• ELEC 327: Implementation of Digital Systems (Teaching Assistant) 2018 Spring

• ELEC 539: Introduction to Communication Networks (Teaching Assistant) 2020 Fall

• ELEC 515: Embedded Machine Learning (Teaching Assistant) 2020 Fall

• ELEC 515: Embedded Machine Learning (Teaching Assistant) 2021 Fall

• ELEC 526: High Performance Computer Architecture (Teaching Assistant) 2022 Spring
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